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o Convolutions as (“local”) matrix multiplications

Graph convolutions on spatial domain
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o Each node has a feature vector (row-wise)
◦ Left-multiplying with adjacency, we recover the features in neighborhood

◦ Right-multiplying with a weight matrix, we “convolve” on neighborhood
𝒚 = ReLU(𝑨𝑿𝑾)

Graph Convolutional Networks (GCN)

T. Kipf, M. Welling, 2016
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o Each node has a feature vector (row-wise)
◦ Left-multiplying with adjacency, we recover the features in neighborhood

◦ Right-multiplying with a weight matrix, we “convolve” on neighborhood

◦ We can also stack multiple convolution layers
𝒚 = softmax(𝑨 ReLU 𝑨𝑿𝑾1 𝑾2)

Graph Convolutional Networks (GCN)

T. Kipf, M. Welling, 2016
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o Similar but including attention: 𝑦𝑗 = ℎ(σ𝑗∈𝒩 𝑖 𝑎𝑖𝑗𝒙𝒋)

o Attention with using self-attention and graph convolutions

𝑎𝑖𝑗 =
exp(𝑒𝑖𝑗)

σ𝑘∈𝒩(𝑖) exp(LeakyRELU [𝒙𝑖𝑾, 𝒙𝑗𝑾 ⋅ 𝑢))

o 𝑒𝑖𝑗 are the self-attention weights

𝑒𝑖𝑗 = LeakyRELU [𝒙𝑖𝑾,𝒙𝑗𝑾 ⋅ 𝑢 )

o 𝑢 is a weight vector

Graph Attention Networks (GAT)
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F. Monti et al., 2017; P. Velickovic et al. 2018
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Self-attention for graph convolutions

P. Velickovic et al. 2018
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o General aggregation function

◦ 𝑦𝑗 = 𝑔(σ𝑗∈𝒩 𝑖 ℎ 𝑥𝑖 , 𝑥𝑗 , 𝑒𝑖𝑗 ,𝑊 )

Message Passing Neural Network (MPNN)
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Gilmer et al. 2017
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o Group nodes together

o Learnable pooling

o Adjacency matrices get updated

o Average or max pool the node features

Coarsening graphs
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Differential Graph Pooling
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Summary

o What makes graphs special?

o Revisiting graphs

o Revisiting convolutions

o Spectral graph convolutions

o Spatial graph convolutions

Extra reading material:

o All papers mentioned in the slides


